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Abstract 
 

In this paper, we propose a novel interactive 
integral imaging system using vision-based 3D 
fingertip interface. This system consists of the real 3D 
image generation system based on integral imaging 
technique and the interaction device using a real-time 
finger detection interface. The proposed system can be 
used in effective human computer interaction method 
for real 3D image. To show the usefulness of the 
proposed system, we carry out the preliminary 
experiment and the results are presented.  
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1. Introduction 
 

Recently, computers have increasingly influenced 
the way we communicate and the way we interact with 
environments. Although computer techniques have 
been advanced largely, the development of interfaces 
for human has lagged behind. The most commonly 
available interfaces between humans and computers 
are keyboards, mice and so on. These have limited the 
effectiveness and naturalness of the human-computer 
interaction (HCI) [1]. To overcome these limitations, 
many recent HCI research activities have devoted 
considerable effort to the development of new input 
interfaces based on natural ways of human 
communication. On the other hand, various new ideas 
for computer interface are also emerging. Examples of 
these new generation interfaces include augmented 
desks that offer a large and open screen for immersive 
and collaborative experiences, volumetric displays that 
illuminate voxels in 3D space to produce images akin 
to real world objects, and haptic devices that 
incorporate the sense of touch to enhance the 
understanding of visual data [2-4].  

  Recently, real 3D image displays present 
interesting challenges with demand special attention 
such as virtual reality environment. Many research 
works are actively being done on the development of 
real 3D display devices for virtual reality [4-6]. 
However, most of the currently developed real 3D 
reality systems require the viewers to wear special 
glasses to feel the depth, which is called stereoscopic 
3D display. Even though its hardware system is very 
simple, it cannot gain the wide acceptance until now 
because of the problem of human factors. Therefore, 
many researchers have studied auto-stereoscopic 3D 
display system, because auto-stereoscopic display 
system can present real 3D image to the viewers 
without a need for any special glasses. Among them, 
an integral imaging technique has been actively 
researched for the next-generation 3D imaging and 
display technology since it was proposed by G. 
Lippmann for the first time in 1908. This is because it 
can provide real 3D images with full parallax, full 
color and continuous viewing points [7-12]. Basically, 
an integral imaging system consists of two parts; 
pickup and display. In the pickup part, the rays coming 
from a 3D object through a lenslet array is optically 
recorded as elemental images representing different 
perspectives of a 3D object. On the other hand, in the 
display part, the recorded elemental images are 
displayed on a display panel and then the 3D image 
can be optically reconstructed and observed through a 
display lenslet array. 

In this paper, we propose a novel interactive 
integral imaging system using vision-based 3D 
fingertip detection interface. This system consists of 
the real 3D image generation system based on integral 
imaging and interaction system using real-time 3D 
fingertip detection device. The proposed system can be 
used in effective human computer interaction method 
that can be applied in realizing virtual system.  
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2. Review of integral imaging technique 
 

In general, a conventional integral imaging system 
consists of two processes; pickup and display as shown 
in Fig. 1. In the pickup process, intensity and direction 
information of the rays coming from a 3D object 
through a lenslet array is optically recorded by use of a 
CCD camera as elemental images representing 
different perspectives of a 3D object. On the other 
hand, in the display process, the recorded elemental 
images are displayed on a display panel such as the 
liquid crystal display (LCD) and then the 3D image 
can be optically reconstructed and observed through a 
display lenslet array as shown in Fig. 1(b). 

In the integral imaging system, the viewing angle 
is the maximum angle where a real 3D image can be 
viewed freely without any distortion [20, 21]. Figure 2 
shows the geometry of calculating the viewing angle of 
integral imaging. In Fig. 2, Ψ means the diverging 
angle of the integrated point. Moreover d, p and g 
represent the viewing region, the pitch of the elemental 
lenslets, and the distance between the lenslet array and 
the image sensor, respectively. Then, the diverging 
angle of Ψ can be obtained from the relationship of (1). 

2arctan( )
2
p
g

ψ =                        (1) 

 

 
Figure 1. Operational principle of integral 

imaging 
As you can see in (1), as the pitch of the 

elemental lenslet p is getting larger and the distance 
between the lenslet array and the image sensor g is 
getting smaller, the viewing angle Ψ will get wider. 

When the same lenslet arrays are used in the pickup 
and display processes, the pickup angle is just equal to 
the viewing angle. 

 

 
Figure 2. Viewing angle of the integral imaging 

system 
 

3. Interactive integral imaging system 
 
Figure 3 shows proposed interactive integral 

imaging system using vision-based 3D fingertip 
detection interface. The proposed system is divided 
into two parts. First part is the 3D image generation 
system based on integral imaging technique. Here the 
real 3D image is generated in real image field by using 
a lenslet array. Second part is interaction system using 
real-time fingertip detection device which is a vision-
based hardware for detecting the user’s finger motion. 

 
3.1. Generation of real 3D images 

 
To implement an interactive integral imaging 

system, real 3D images should be display in a space. In 
general, the integral imaging can provide a real 3D 
image with a real depth in the space. That is, the real 
3D image can be viewed directly in a free space 
without a need of any special glasses.  

So far, there are two kinds of integral imaging 
systems according to the gap distance between the 
lenslet array and the display panel depth-priority 
integral imaging (DPII) and resolution-priority integral 
imaging (RPII) systems [13]. Here the DPII system can 
be implemented by setting the gap equal to the focal 
length of the lenslets. The DPII system can provide 3D 
images with low-resolution and large-depth through 
both real and virtual image fields. On the other hand, 
the RPII system can be obtained when the gap distance 
is not equal to the focal length of the lenslets. This 
RPII system can give us 3D images with high-
resolution and small-depth contrary to the DPII system. 
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Figure 3. Proposed interactive integral 

imaging system 
 
For implementing our interactive integral imaging 

system, the real 3D image may be displayed within a 
large depth. Thus, the DPII scheme is much proper in 
our system. In DPII, elemental images for an object to 
be displayed can be also digitally calculated. That is, 
computational modeling of integral imaging can be 
performed based on the ray-optics by using a virtual 
pinhole array instead of a lenslet array. Here, elemental 
images can be synthesized by recording the rays 
coming from 3D object through a virtual pinhole array. 
Figure 4 shows the schematics of a pinhole array-based 
computational pickup method. Rays are mapped 
inversely through each pinhole on the pickup plane. 
Suppose the kth pinhole, then the light intensity of the 
kth elemental image from the 3D object, O(xk, yk) 
becomes  
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where xk and yk are the local axes for the kth pinhole. 
Entire elemental images of the 3D object can be 
obtained by repeating this for all the pinholes in the 
same way. 

After obtaining the elemental images, a real 3D 
image is obtained by use of lenslet array and 
elemental images as shown Fig. 1(b). Each elemental 
image is projected through the corresponding lenslet 
and integrated as real 3D image with real depth in 
space. Figure 5 shows the elemental images for 
presenting real 3D image. By displaying it in the 
display panel, the real 3D image is reconstructed in 
front of lenslet array. 

 

 
Figure 4. Schematic of the pinhole array-based 

computational pickup method 
 

 
Figure 5. (a) Synthesized elemental images of 

3D object (b) Real 3D image reconstructed 
from lenslet array 

 
3.2. Fingertip detection interface 

 
Our interaction system, which is combined with 

3D image generation system, is based on the stereo 
vision technique. To allow our vision-based interface 
to have real time performance, we used simple 
processing of the initial images. Our strategy was first 
to extract the binary images of the finger by 
thresholding the luminance of the captured images. 
Then by working on the simple searching algorithm, 
we were able to compute the fingertip positions for 
both images. Based on the extracted positions we 
calculate the 3D position of finger. Finally, we can 
display real 3D image again by synthesizing new 
elemental images using the 3D position information. 
By repeating this process, we implement our fingertip 
tracking system. The detailed diagram is shown in Fig. 
6. 
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Figure 6. Diagram of the fingertip tracking 
interface 

 
Hand segmentation is the first step in our fingertip 

detection interface. For real-time process, fast 
segmentation is needed without assumptions on the 
background color. Various skin color detection 
methods have been now commonly used in hand 
segmentation. We have chosen to detect skin color 
pixels in the YCbCr color space, with the fast and 
simple approach presented in [14]. Figure 7 shows an 
example of our hand segmentation. In order to reduce 
the noise effect, a median filter is applied. 

Next step is fingertip detection. When the finger 
enters in the cameras field of view, it is necessary to 
detect accurately the fingertip position in order to 
compute 3D position for our fingertip tracking. Let us 
consider the case of pointing gesture in this paper. And 
we assume that only one finger is pointing and so the 
fingertip is the point located at the extremity of the 
hand region. With the hand’s binary images obtained 
from the previous step, we search the boundary of the 
hand region. The fingertip is the point of the boundary 
that maximizes the distance from the center of gravity 
of the hand region. The center of gravity is obtained 
with the computation of the geometrical moments. 
Then we can detect the positions of fingertip in both 
images, which is denoted by (x1, z1) and (x2, z2), 
respectively.  

With the position of the fingertip in each of both 
images, we can compute its 3D position [15]. Figure 7 
shows the convergent stereo camera model used in our 
experiments. The x axis is defined by the baseline 
denoted by b. And f is focal length of the camera.  It is 
assumed that rotation of either camera occurs about an 

axis parallel to the z axis. The convergent angles are 
denoted by θ1 and θ2. Then, we can calculate the 3D 
coordinates of a point (X, Y, Z) using two positions (x1, 
z1) and (x2, z2). This is given by  

 

T
fxfxbX )sincos)(sincos( 222111 θθθθ ++=     (3) 

T
fxfxbY )sincos)(sincos( 222111 θθθθ ++−

=  (4) 

T
fxbzZ )cossin( 2221 θθ +

=                               (5) 

where  
)sin()cos()( 21212121 θθθθ +++−= xxxxfT

)sin( 21
2 θθ ++ f . 

 
By using (3)-(5), we can get the 3D coordinate of 

fingertip. The extracted 3D coordinate is used to 
generate the new elemental images for tracking of real 
3D image.  

 

 
Figure 7. (a) Original image (b) Segmented 

images. 
 

4. Experiments and results 
 

To prove the usefulness of the proposed system, 
the preliminary experiments were performed. The 
whole implemented system for the proposed system is 
shown in Fig. 9. The integral imaging display system 
was implemented based on the DPII structure. Lenslet 
array has 150×150 elemental lenses whose focal length 
is 3 mm and diameter is 1.08 mm. The gab between the 
LCD panel and the lenslet array was 3 mm. The 
elemental images were displayed in a LCD panel 
whose pixel number is 1024 by 768. The initial 
elemental images were synthesized to display real 3D 
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image in both the center position of LCD panel and   
21 mm at the depth. When 3D object and background 
image are ‘boat’ located at z= 18 mm and ‘beach’ at 
z=-15 mm, the elemental images are shown in Fig. 10, 
respectively.  

 

 
Figure 8. Convergent stereo camera geometry 

 
 

After displaying the real 3D image at z=18 mm, 
we performed experiments for fingertip detection using 
two cameras as shown in Fig. 9. We use two common 
webcams with 640×480 image resolution and the 
frame-rate of 30 fps. According to the algorithm shown 
in Fig. 6, the fingertip detection process was carried 
out. Figure 11 shows our implemented user interface 
based on Visual C++ and a picture for fingertip 
detection using the implemented hardware system. The 
position of fingertip was well tracked and thus the 
‘boat’ 3D image was moved according to the 
corresponding information. 

 

 
Figure 9. Experimental system structure 

 

 
Figure 10. Elemental images used in the 

experiment (a)’boat’ (b) ‘beach’ 
 
5. Discussion and conclusion  
 

Although the preliminary results are quite 
satisfactory for our interactive integral imaging system, 
several aspects of our interface need further 
improvement. For examples, the quality of the 
fingertip tracking relies heavily on the vision-based 
segmentation algorithm. Form this point of view, the 
fingertip are only of limited range of the implemented 
system. And the multiple fingertips may create new 
problem of image detection. Due to the difficulty of 
these problems, a lot of research needs to be done for 
effective HCI interface.  
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In conclusion, a novel interactive integral imaging 
system using vision-based 3D fingertip interface was 
proposed and demonstrated. The proposed system 
consisted of the real 3D image generation system based 
on integral imaging technique and the interaction 
device using real-time fingertip detection interface. To 
demonstrate our proposed system, we performed the 
preliminary experiments and the results were presented. 
We expect that the proposed system can be used in 
effective human computer interaction method for real 
3D images. 
 

 
Figure 11. (a) Implemented user interface (b) 

Experiments for interaction 
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