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Abstract

Due to ongoing improvements in high-speed communications, the speed of data encryption must also increase. Accordingly,
this paper proposes an PS-LFSR with an m(¿ 2)-times faster shifting during one clock interval and a parallel stream
cipher that is faster by paralleling many similar keystream generators using the PS-LFSRs. Finally, an m-parallel SUM-BSG
with 8-parallel for detail is proposed as a design example of the proposed parallel stream cipher. When compared with
a conventional stream cipher, the properties of the proposed cipher exhibited the same crypto-degree with m-times faster
processing. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Due to ongoing improvements in high-speed com-
munications, the speed of data encryption must also
increase. Cryptography is the only known practical
method for protecting information transmitted through
communication networks that use land lines, commu-
nication satellites, and microwave facilities. Crypto-
graphic methods can be divided into block ciphers,
stream ciphers, and public-key cryptosystems [4,8].
There are four application modes of block ciphers:
the ECB (electronic codebook) mode, CFB (cipher
feedback) mode, CBC (cipher-block chaining) mode,
and OFB (output feedback) mode [8]. The ECB mode
outputs ciphertext blocks from plaintext blocks via a
complex transformation controlled by a secret key.
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The CFB mode autonomously establishes communica-
tion synchronization using feedback from the cipher-
text to the input block. The CBC mode is useful for
a general-purpose block-oriented transmission or for
authentication with block-chaining. The OFB mode is
similar to a stream cipher, in which a block cipher gen-
erates random sequence blocks from an initial value
block [8]. However, all four modes have weaknesses
in their application to an erroneous channel as in, for
example, a wireless channel. In an erroneous chan-
nel, a one-bit error in a ciphertext will propagate to
many blocks of recovered plaintext in the receiver. In
the ECB mode, a one-bit channel error in a cipher-
text will propagate to the full range of the recovered
plaintext block in the receiver. Accordingly, a chan-
nel with a 10−6 BER (bit error rate) will be degraded
to a channel with a 10−4 (≈ 128 × 10−6) BER if a
block cipher with a 128-bit block size is applied. In
terms of error propagation, cases using the CFB and
CBC modes will be more seriously aFected than those
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using the ECB mode. In contrast, the OFB mode oFers
a unique solution to the block cipher problem, how-
ever, it needs a faster encryption speed. For example, a
DES [7,8] with 16 rounds will generally output 64 bits
in 16 system-clock intervals, therefore, the concept of
repetition (round) decreases the processing speed.

Public-key cryptosystems are not useful for
data-encryption because of their slow processing rate
and the problem of bit-error propagation as in the
ECB mode. Stream ciphers exhibit good properties
including no error propagation, security levels prop-
erly selectable according to certain security criteria,
and a higher processing ability than block ciphers,
however, new high-speed communication systems are
requiring faster data encryption.

This paper focuses on the following three prob-
lems in designing a cryptosystem: security, fast
enciphering=deciphering, and error propagation per-
sistence in channels including mobile communication.
As a result, a parallel stream cipher is proposed that
combines the strengths of stream and block ciphers,
that is, the security and freedom from error propa-
gation of a stream cipher and the parallel processing
ability of a block cipher. Normally, all LFSRs in a
stream cipher shift=output 1-bit for one clock-time
interval, whereas, in the proposed cipher the LFSRs
are elevated to a high-speed type, PS-LFSRs, which
shifts=output m(¿ 2)-bits for one clock interval. Plus,
as an improved version of the (single) nonlinear
combine function, an m-parallel nonlinear combine
function (general type) is introduced, which generates
m-bit keystream sequences for the proposed parallel
stream cipher. Finally, an m-parallel SUM-BSG is
presented as a design example, arranged with many
Rueppel’s summation generators [1] in parallel and
m=8 for details. Its performance is analyzed in terms
of cryptographic security and the processing speed
compared with a conventional stream cipher.

2. Parallel stream cipher

2.1. General requirements of a stream cipher

The following requirements are assumed necessary
for cryptosystems [10]:
(1) Error propagation: The error propagation due to

encryption=decryption should be minimal.

(2) Redundant information: The insertion of redun-
dant information bits should be minimal.

(3) Cryptographic security: The number of secret
keys should be large enough so an exhaustive key
search attack is impossible.

(4) Simplicity of implementation: The encryption=
decryption system should be realizable with soft-
ware or hardware.

(5) Performance speed: The encryption=decryption
should be performable at speeds ranging from T1
rate (1:544 Mbps) up to many Gbps.

For a secure stream cipher, the keystream should
be unpredictable and subsequent keystreams should
not be able to be anticipated from previous ones. The
following are necessary conditions for the unpre-
dictability of a keystream [7,10]:
(1) Long period: A keystream should have a long

period.
(2) Large linear complexity: Large linear complexity

implies that it is impractical (infeasible) to use the
equivalent LFSR to predict the keystream output
sequences.

(3) Randomness: A large linear complexity does not
imply randomness. The statistical property of the
keystream should be the same as an ideal random
source.

(4) Proper order of correlation immunity: A nonlin-
ear combining function F is called a kth order
correlation immune when any k(6N ) combina-
tions xi1 ; xi2 ; : : : ; xik (16 i1; i2; : : : ; ik6N ) of all
N -input-bits x1; x2; : : : ; xN , on function F are un-
correlated with the output of F .

2.2. Proposed PS-LFSR

Parallel-structured=-shifting LFSRs (PS-LFSRs)
for use as the basic element of the parallel stream
cipher are proposed as shown in Fig. 1. An PS-LFSR
can answer the question ‘how can an LFSR be shifted
by m-bits within one clock interval?’ For a parallel
structure, there are an n-stage PS-LFSR on the right
in Fig. 1(b) and an (m− 1)-stage LBUF which stores
temporally a lot bits of the shifted-out on the left in
the Mgure. Each m-bit block of the n-stage PS-LFSR
shifts left by system clock and the m feedback paths
are independently XORed based on each combina-
tion of the feedback taps, thereafter the results can be
simultaneously shifted to the rightmost of the LFSR.
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Fig. 2. (n = 40; m = 8) PS-LFSR as an example.

In this case, the Mrst path (feedback 1 in the Mgure) is
computed by using the original feedback connection
function (from primitive polynomial), the second path
(feedback 2) by using the 1-bit left shifted function

of the original combination, and the third path (feed-
back 3) by using the 1-bit left shifted of the second
combination, and so on. We depict an example of a
40-stage, 8-parallel PS-LFSR in Fig. 2.
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Fig. 3. Proposed parallel stream cipher.

As a result, the processing speed of the PS-LFSR
is m-times faster than that of a normal LFSR where
the clock only shifts 1-bit left. Moreover, a PS-LFSR
has the same cryptographic security in terms of
randomness, period, and linear complexity as a con-
ventional LFSR, because it simultaneously generates
m-bit outputs while m-bit shifting and each output
is only used once. In addition, recent VLSI technol-
ogy facilitates the implementation of a PS-LFSR, in
contrast to the increased complexity of the hardware
implementation.

2.3. Proposed parallel stream cipher

Unlike a conventional keystream generator, the
proposed parallel stream cipher generates m(6N )
independent sequences from nonlinear combine
functions (f1; f2; : : : ; fm) via N LFSRs, as in
Fig. 3,and each (m) sequence enciphers (XORs) from
a plaintext block to a ciphertext block in parallel.
This makes the proposed cipher m-times faster than a
conventional stream cipher in spite of the increased
complexity in the hardware implementation. The pro-
posed cipher also retains the channel quality level
in the BER using channel error propagation without
additional equipment. If required, it can prevent a cor-
relation attack with the use of a correlation immune
function with memory bits [3,6,9,11].

In Fig. 4, m-parallel nonlinear combine func-
tions (f1; f2; : : : ; fm) are proposed as a generalized
model, which use m-bit memories (c1; c2; : : : ; cm) and
PS-LFSRs (Fig. 1) in place of LFSRs. All the LFSRs
must have diFerent lengths and that are pair-wise
co-prime: gcd(li; lj) = 1 for all 16 i; j; (i �= j)6N .

Each function fi (i = 1; 2; : : : ; m) in an algebraic
normal form (ANF) is deMned as follows:

fi(x1i ; x2i ; : : : ; xNi; ci1; ci2; : : : ; ciMi)

=ai0 +




N∑
j=1

aijxji +
N+m∑
j=N+1

a′ijcij




+


∑

j; k

aijkxjixki+
∑
j; k

a′ijkcijcik+
∑
j; k

a′′ijkxjicik




+ · · · + aijk··N+ixjixki··xtici1ci2··ciMi; (1)

where, xjk is the kth output sequence of the parallel
m-bit on LFSRj, cjk (16 j; k6m) is the kth memory
sequence of the jth function, aij; a′ij ; aijk ; a

′
ijk ; a

′′
ijk ; : : : ;

aijk::N+i ∈ [0; 1] are all binary coeOcients, and Mj is
the number of memories used in the jth function fj.

Each fi(x1i ; x2i ; : : : ; xNi; ci1; ci2; : : : ; ciMi); i = 1;
2; : : : ; m, is required to fulMll the conditions in
Section 2.1.
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Fig. 4. Generalized m-parallel nonlinear combiners.

As an example, an m-parallel summation gener-
ator is proposed with memories (called “m-parallel
SUM-BSG”) in Fig. 5.In this Mgure, m number
of SUM-BSGs [1,6] used is conMgured in paral-
lel and all the LFSRs used are the same type of
PS-LFSR. Each PS-LFSR (simply LFSR) gen-
erates m-output sequences: PS-LFSR1 generates
(x11; x12; : : : ; x1m) sequences for a clock, PS-LFSR2

generates (x21; x22; : : : ; x2m) sequences, and the same
method PS-LFSRm generates (xm1; xm2; : : : ; xmm)
sequences. For the next clock PS-LFSR1 gener-
ates (x1;m+1; x1;m+2; : : : ; x1;2m) sequences, and so
on. Therefore, (x11) sequences are as follows:
x11; x1;m+1; x1;2m+1; x1;3m+1; : : : .

The properties of the output sequence yi of the ith
SUM-BSG are as follows:

(yi) = {(x1i) ⊕ · · · ⊕ (xmi)} ⊕ {(ci1) ⊕ · · · ⊕ (ciM )};
(2)

where (yi) represents the ith output sequences of
SUM-BSGi (i = 1; 2; : : : ; m), (x1i) the ith output se-
quences of LFSR1, (x2i) the ith output sequences of
LFSR2, (xmi) the ith output sequences of LFSRm, and
(cij) the jth carry sequences of the ith function.

Property 1. If gcd(li; lj) = 1 (16 i; j6m; i �= j);
is relatively prime; and the all LFSRs used have a
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non-null initial value; then each SUM-BSGi will have
the following properties [1;7]:
(1) Period: Pi =

∏m
j=1 (2lj − 1).

(2) Randomness: good.
(3) Linear complexity: LCi ≈ Pi.
(4) The order of the correlation immunity of the func-

tion fi :Ki = m− 1.
An SUM-BSG includes a maximum period; good
randomness; near maximal linear complexity; and
maximum order of correlation immunity; as in
Property 1.

An 8-parallel summation generator with a 3-bit
carry (called “8-parallel SUM11-BSG”, with an
11-input in total) in detail is also proposed, which can
operate a real-sum from an 11-input (x1i ; x2i ; : : : ; x8i ;
ci3; ci2; ci1) and then convert the decimal (summed) to
binary.

The primitive polynomials in the proposed genera-
tor are generated by Ref. [5].

g1(x) = x19 + x9 + x6 + x3 + x2 + x + 1;

g2(x) = x23 + x12 + x6 + x3 + x2 + x + 1;

g3(x) = x29 + x11 + x7 + x3 + x2 + x + 1;

g4(x) = x31 + x3 + 1;

g5(x) = x37 + x18 + x2 + x + 1;

g6(x) = x41 + x7 + x4 + x3 + x2 + x + 1;

g7(x) = x43 + x16 + x4 + x3 + x2 + x + 1;

g8(x) = x47 + x14 + x4 + x3 + x2 + x + 1:

Property 2. If gcd(li; lj) = 1; (16 i; j6m; i �= j)
and all the LFSRs used have non-null initial values;
then the ith SUM11–BSGi of the proposed 8-parallel
SUM11-BSG will have the following properties:

(1) Period:

Pi = (219 − 1)(223 − 1)(229 − 1)(231 − 1)

×(237 − 1)(241 − 1)(243 − 1)(247 − 1)

≈ 2270 ≈ 1081; i = 1; 2; : : : ; 8:

(2) Randomness: good [6,7].
(3) Linear complexity: LCi ≈ Pi; i = 1; 2; : : : ; 8.
(4) The order of the correlation immunity of the func-

tion: Ki = m− 1 = 7; i = 1; 2; : : : ; 8.
(5) The ciphering speed is m=8 times faster than that

of the original application in a stream cipher.
(6) The complexity of the number of gates used in the

hardware is approximately 2-times (upper-limited
by m times) more complex than that of the con-
ventional SUM11-BSG (Refer to Table 1, similar
concluded in [2].).

Since each SUM-BSGi function generates each
output sequence using an independent method, the
cryptographic properties of a single output sequence
of the proposed generator are the same as those of a
single SUM-BSG. Accordingly, the proposed gener-
ator guarantees a maximum period, near-maximum
linear complexity, maximum order of correlation
immunity, and randomness properties like the con-
ventional generator. Therefore, the proposed parallel
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Table 1
Comparison of similar generators

8-parallel
SUM11-BSG

Items SUM11-BSG (M = 8)

Period 1081 1081

Randomness Random Random
Linear complexity Approximate Approximate

to period to period
Correlation immunity 7 7
Number of F=Fs used 270 398
(F=F means Rip=Rop device)
Number of XOR gates used 42 336
Total number of gates used 1392 2326
(if 1 F=F = 5 gates) (1.67 times

complex)
Processing rate ratio 1 8

(M = 8 times
high)

generator is a secure high-performance generator with
slightly more complex hardware.

3. Conclusion

This paper proposed a parallel stream cipher which
combines the strengths of stream and block ciphers,
that is, the security and freedom from propagation
error of a stream cipher and the block or parallel
processing ability of a block cipher. Generally, all
LFSRs in a stream cipher shift=output 1-bit during
one clock-time interval. This was improved with
the use of parallel-structured type PS-LFSRs to
m-bit shifting=outputting for one clock. In addition,
m-parallel nonlinear combine functions (general type)
were introduced that improve the nonlinear combine
function, outputting 1-bit keystream sequences and
generatingm-bit keystream sequences for applying the
proposed parallel stream cipher. Finally, an m-parallel

SUM-BSG was presented as a design example, ar-
ranged with an m number of Rueppel’s summation
generators (SUM-BSGs) in parallel, and an 8-parallel
SUM11-BSG in detail. The design performance was
analyzed in terms of cryptographic security and
the processing speed compared with a conventional
stream cipher. The results showed the same crypto-
graphic security from the perspective of period, linear
complexity, randomness, and correlation immunity,
however, the performance was m-times faster.
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